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Richter, e axpifeta £ 100 km xat ypévo £1.5 &,
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Chaos in seismology and earthquake prediction, by B. C. Papazachos®,

St t00 Axadnuaizod x. lewpyiov Kovtomolhou.

Abstract

A review of the contribution of the chaos theory to the knowledge on
earthquake generation and earthquake prediction is attempted. It is shown
that chaos theory: a) contributed to a better understanding of seismic faulting
dynamics and of seismicity properties, b) explained difficulties in long
term earthquake prediction and ¢) improved methods of intermediate term
earthquake prediction. Chaos theory stimulated the introduction of different
scientific hypotheses to Seismology, as well as new concepts, physical models,
arithmetic simulation and analytical methods, which led to rationalization
of several seismological observations that had puzzled seismologists for a
long time. Thus, induced seismicity due to very low stress changes caused by
human activity is well explained, now, by the assumption that parts of the
earth’s crust are at the verge of rupture, as it is suggested by the self-organized
criticality hypothesis. Also accelerating seismicity preceding a mainshock is
explained by the critical point hypothesis, which predicts such seismicity
behavior if the mainshock is considered as a critical point. Furthermore,
there is evidence that the chaos theory will probably contribute to a better
understanding of problems related to short-term earthquake prediction.

1. Introduction

A scientific theory is useful for a specific scientific discipline if, both
the study of a particular aspect of nature, as well as the prediction ability
of the very scientific field that studies this aspect, are served. Chaos theory
represents a new look at the study of non-linear dynamic systems. Physical

* B. K. TIATTIAZAXOS, Zupboli) ths Ozwpiag w00 Xdoug ariy épeuva yia <y
TEOYVWTT THV TELTUOV.
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processes in the earth’s lithosphere compose a non-linear complex system
and the generation of earthquakes is part of this process (Keilis-Borok et al.,
2001). Thus, chaos theory suggests novel routes to understand seismological
phenomena. On the other hand, since chaos is not totally random and is
revealing patterns of order (Fisher, 1985), an insight into these patterns could
have useful applications to earthquake prediction. Seismological research
work has already been stimulated by this emerging discipline. During the
last fifteen years several new concepts (power-laws, fractals, scale invariance,
self-similarity), physical models (slider-block, sand-pile, forest-fire, site
percolation), numerical simulation and analytical methods (cellular automata
models, renormalization group theory, hierarchical models) and scientific
hypotheses (deterministic chaos, self-organized criticality, critical point) have
been introduced into Seismology.

A power law is a relation in which a physical quantity is linearly related to
another quantity raised to some power, that is, the logarithm of one quantity
is linear function of the logarithm of the other quantity. Thus, the frequency
of seismic faults in a broad region is related to the corresponding size of the
fault by a power law, that is, the larger the fault the less the frequency of its
appearance. Fractals are objects of which the frequency (number) is related to
their size by a power-law. The power value in the fractal relation is the fractal
dimension. The power-law distribution is the only one that does not include
a characteristic length scale. Therefore, fractals are scale invariant, that is,
they appear identical at a variety of scales. Also fractals have a self-similar
stochastic distribution, that is, they behave in a similar form, independently
from the range of sizes considered. The philosophy of fractals has been set
forth by their inventor Benoit Mandelbrot (1967, 1982). Though crustal
deformation may appear to be complex, it does obey fractal statistics in a
variety of ways. Thus, seismicity of a region can be reliably quantified if we
assume that its distribution is fractal (Kagan, 1997).

A simple model that includes properties of real faults, such as the stick-
slip behavior and the elastic rebound, is the slider-block model (Burridge and
Knopoff, 1967). It is consisted of blocks, which are coupled both to each
other, as well as to a constant low velocity driver and are dragged along a
surface. Friction between the surface and blocks can result in a stick-slip

behavior that is characteristic of faults. Any asymmetry in the model results
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in classic chaotic behavior, that is, in Feigenbaum period-doubling route
to chaos, even when the model consists only of two blocks with different
frictional forces (Huang and Turcotte, 1990). A model, which involves the
use of many slider blocks and combines their analog features and the high-
order aspects of cellular-automata, shows also chaotic behavior, even though
the system is completely deterministic (Carlson and Langer, 1989).

The sand-pile model is the simplest physical model that is used in order
to investigate complex high-order dynamic systems. It is consisted of a pile
of sand on a circular table, where grains of sand are randomly dropped
on the pile, until the slope reaches a critical angle of repose. This is the
maximum slope that a granular material can maintain without the “sliding-
down-the-slope-grains” effect. The sand pile never reaches the hypothetical
global critical state. As the critical state is approached, sand grains trigger
avalanches at various sizes. The global frequency-size distribution of these
avalanches follows a power-law and their geometrical distribution is fractal.
This model and its counterpart homogeneous cellular automaton have been
used as the prototypes for the self-organized criticality (SOC) hypothesis (Bak
et al., 1987, 1988). These models have also been in use to support the idea that
regional (and global) seismicity can be explained by the assumption that the
crust is in a SOC state at this scale (Bak and Tang, 1989).

In the basic forest fire model, trees are randomly planted on a grid and
this is the steady input. Sparks are randomly dropped on the grid and if a
spark lands on a tree then that tree and all adjacent trees are burnt. Properties
of forest fire model are investigated by its counterpart cellular-automaton
model. The random planting of trees corresponds to the lithospheric plate
motion and the fires correspond to the earthquakes. The frequency-size
distribution of fires is found to be fractal, that is, fires show a self-organized
critical behavior. There are many variations of this basic forest-fire model
according to the rules of the corresponding cellular-automata model (Bak et
alli, 199%: Turcotte, 11999).

The site percolation model describes the flow of a fluid through a porous
medium. This model is proper for examining critical point problems, because
the percolation probability is a tuning parameter and the critical point
corresponds to the critical point percolation probability. The frequency-size

distribution of percolation clusters follows a power-law scaling only in the
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immediate vicinity of the critical point and it is there where self-similarity
occurs. For smaller values of probability the distribution of clusters is
Poissonian and the frequency-size distribution of clusters is exponential
(Stauffer and Aharony, 1992). This model is of interest to Seismology because
mainshocks have been considered as critical points (Sornette and Sornette,
1990; Jaume and Sykes, 1999).

Dynamical complexity such as self-organized criticality (SOC) and
critical point behavior can be simulated using highly simplified models of
spatially extended dynamical systems, called cellular-automata models. A
cellular-automaton consists of an array of cells, each of which is assigned a
dynamical variable. The original example of such model, used by Bak, Tang
and Wiesenfeld (1987, 1988) to simulate SOC, is composed of a square grid of
boxes, while particles are randomly added to the boxes. When a box contains
four particles, they are distributed to the four adjacent boxes and particles are
lost in redistributions from edge and corner boxes. After the redistribution
from a box, if any of the adjacent boxes has four or more particles, further
redistributions are required. Although multiple events are common, the model
involves only nearest neighbor interactions, while the computations are
simple. In principle, they could study three-dimensional partial differential
equations, yet the numerical calculations would be prohibitly time consuming.
Bak and Tang (1989), based on this model, argued that regional seismicity is
an example of self-organized criticality. However, this homogeneous model is
oversimplified. Investigations of heterogeneous cellular-automata, which have
different nearest neighbor laws or model geometry, produce different types of
dynamical behavior (Steacy and McCloskey, 1999; Sammis and Smith, 1999;
Weatherly et al., 2000).

Renormalization group theory is the transformation of a set of equations
from one scale to another, by changing of variables. This procedure has
successfully been used in treating a variety of phase change and critical
point problems. By considering a relatively simple system at the smallest
scale, the problem, then, is renormalized in order to utilize the same system
at the next larger scale and the process is repeated at larger and larger scales.
Thus, within the framework of the hypothesis that preshock accelerating
seismicity approaches criticality and that the mainshock is a critical point, the

renormalization group theory has been applied to deduce the failure process
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at a larger length scale and closer to the main failure time, using the failure
process at a small spatial scale and temporally far from the global failure
(Saleur et al., 1996). Hierarchical methods are similarly applied to extract the
dominant structure at some scale, based on the knowledge of the structure at
smaller scales. Thus, Ouillon et al. (1996) mapped joint and fault patterns at
different scales (from 1cm to 100km) and applied such procedure to quantify
the multiscale behavior of faulting anisotropy.

Self organized criticality (SOC) is the spontaneous organization of a
system, driven slowly from outside, in a dynamical stationary state which
is characterized by power-law spatial, temporal and size correlations (Bak et
al., 1987, 1988). Such systems are dissipative (energy is released), spatially
extended, have many degrees of freedom and exhibit long-range interactions.
At this state, the system is marginally stable, that is, minute perturbations
can make it unstable. The stationarity condition, however, ensures that the
system is not in a transient phase, that is, when perturbed it comes back to
its marginal stability. The critical state is an attractor of the dynamics. The
self-organized criticality hypothesis is substantiated by various numerical
and analytical studies (cellular automata, sand pile model, etc), as well as by
observations. The earth’s crust on a regional (or global) scale, or parts of it
on a local scale, has been considered as being in a SOC state (Bak and Tang,
1989; Sornette, 1991). The driving forces in this case are caused by the really
slow lithospheric plate motion (~cm/yr) in comparison with the slip motion
on the crustal seismic faults (~m/sec). The SOC in the earth’s crust is not a
result of diffusion from a nucleus but the outcome of the repetitive action
of rupture cascades. In other words, different portions of the crust become
correlated at long distances by the action of the earthquakes, which transport
the stress field fluctuations in the different parts of the crust many times back
and forth, up to the point when the system is finally organized.

Critical point of a system is the point when properties of the system
suddenly change. Points at which materials change phase are considered as
critical points. Thus, the point at which liquid water changes to vapor due
to an increased temperature (tuning state variable) is a critical point. Also
a magnet, heated to a certain temperature, abruptly loses its magnetism at
the critical point. Just before the critical point, there is a period when the

system is at a metastable state (superheated water prior to a steam explosion,




AHMOZIA ZYNEAPIA THX 12 IOYNIOY 2003 199

etc). At this state, several power-law scales hold, that is, the system is in a
self-organized criticality. A mainshock can be considered as a critical point
(Sornette and Sornette, 1990). The state variable for earthquake generation
is the stress and the period of metastable state is the time when the values of
stress vary between the dynamic friction stress and the static friction stress
(Rundle et al., 2000). During this period, the Benioff strain (square root of
energy) of the intermediate magnitude preshocks is accelerating with the time
to the mainshock by a power-law. Similarly, the stress correlation length is
accelerated according to a power of the time to the mainshock.

The purpose of the present paper is to show how these new ideas
contribute to a better understanding of the earthquake generation process
and, consequently, how to handle effectively problems related to earthquake
prediction. It consists of three main parts. In the first part, basic information
is given on earthquake generation. In the second part, the main contribution
of the chaos theory to seismological knowledge is presented. In the third part,
the problem of earthquake prediction is discussed in the light of the new ideas
stemming from the chaos theory.

2. Earthquake Generation Process

Earthquake generation has puzzled philosophers and scientists since
antiquity. Ancient Greek physical philosophers were the first who attributed
earthquakes to physical causes. Thales from Miletos (624-546BC) believed
that the water is responsible for earthquake generation, Pythagoras (570-
496BC) attributed earthquakes to the heat which originates from the earth’s
interior and Archelaos (5th century BC) thought that air (or vapour) causes
earthquakes. The thoughts of Archelaos have been further developed by
Aristotle (384-323 BC) and his ideas were dominant for about two thousands
years, that is, up to the sixteenth century when Agricola (1494-1555) and
Garden (1501-1576) attributed earthquakes to chemical reactions.

Surface fault traces observed in the epicentral area of some large
earthquakes during the nineteenth century led Lyell and other geologists
to associate earthquakes with faults. General acceptance of the modern idea
that faulting causes earthquakes came gradually after the 1906 San Francisco
big earthquake, when H.F.Reid (1910) interpreted the geodetic observations
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(triangulations) by his “elastic rebound theory”. As to the causes of faults,
it was at the end of 1960s, when the theory of “lithospheric plate tectonics”
was proposed (McKenzie and Parker, 1967; Isacks and Oliver, 1968) and
was later proved very efficient in explaining, among others, the driving
mechanism which cause seismic slip on faults.

In the paragraphs that follow some basic information, related to the causes

of earthquakes and to the properties of seismicity, is given.

2.1. Causes of earthquakes

According to the elastic rebound theory, the crustal rocks store
potential energy during a slow and gradual strain accumulation. When the
accompanying elastic stress accumulates beyond the competence of the rocks,
there is a fracture on a preexisting seismic fault and the distorted blocks
snap back toward equilibrium and cause slip on the fault that produce the
earthquake.

The diagram of figure (1) illustrates the process. The thick straight line
represents the strike (direction) of a vertical fault. In A, the crustal rocks are
in unstrained condition immediately after the previous earthquake when all
stored potential energy (deformation energy) was released. In B, strain and
stress is accumulated, the region is distorted and the lines normal to the strike
of the fault (fences, roads, etc) are deformed into an “S” shaped curves but
there is not as yet fracture. In C, the fault slip occurs and the deformation
energy (dynamic energy) is released. Part of this energy is transformed to
seismic wave energy, which makes the earthquake. After the generation of the
earthquake, in D, the crustal rocks are again in an unstrained condition and
the lines normal to the fault strike are again parallel but there is an offset.
Driving forces continue to act and the process is repeated in a cyclic way,
according to this theory. The distortion of crustal rocks is spread over many
kilometers and is relatively small so that it can be measured only with precise
instrumentation. For large earthquakes (eg. M=7.5) the fault slip is of the
order of a few meters (~3m), and the duration of the rupture is of the order
of seconds (~20sec). The stresses build up by what we now recognize as plate
motion, which is relatively slow (~10cm/yr).

Reid (1910) interpreted geodetic data collected before and after the 1906
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Figl. Schematic representation of the elastic rebound theory after Reid. The shape of the
lines parallel to the strike of the fault are shown in A: immediately after the previous
earthquake, B: just before the earthquake, C: during the earthquake, D: immediately after

the earthquake.

earthquake and proposed that the next 1906-type earthquake in the San
Francisco Bay area along the San Andreas fault would recur about the time
that stress was restored to the level just before the 1906 shock. He proposed
making geodetic measurements of deformation to ascertain that approximate
time, i.e, to make long-term prediction. Although his elastic rebound theory,
as subsequently interpreted in the plate tectonic framework, is the basis of
much of Seismology including the seismic gap and seismic cycle hypotheses,
recent research work shows that seismic faulting is a very complicated physi-
cal process. This view has a negative impact on earthquake prediction, as it is
explained by the chaos theory, and will be discussed later. Faults almost never
exist as single isolated structures. They occur within a population of faults and
hence are not mechanically isolated. Thus, they may interact with other faults
through their stress fields and, at a lower hierarchical level, an individual
fault is segmented and its surface is inhomogeneous. Seismic rupture on a fault
is a very complex phenomenon, as it comes out from geological observation
(cross rocks of various strengths, bend, etc) and seismological observations

(complex form of high-frequency waves in the near field, etc). An interesting
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evidence for this complexity is the large discrepancy between the low stress
drop (~10MPa) derived by seismological data and field observations and the
high stress (~100MPa) needed to break rock samples in laboratory experi-
ments (Byerlee, 1978). Estimated stress drop in a fault during the generation
of an earthquake is an average value of the stress drops in the heterogeneities
of the fault which break easier than homogeneous rock.

Rupture on faults is due to the slow motions of lithospheric plates.
According to the theory of plate tectonics, the outermost shell of the solid
earth, which forms the lithosphere of about 80km thick, suffers strong
deformation only along relatively narrow linear mobile belts. These belts
divide the lithosphere into a series of rigid lithospheric plates, which do
not undergo any significant internal stretching, folding or distortion. An
important property of the lithosphere is that it transfers stresses at long
distances. The lithospheric plates can move easily on the asthenosphere, which

is formed of weak material.

2.2. Properties of seismicity

Seismicity shows significant variation in space, time and size. We present
here some properties of seismicity, which are related to chaos theory and to
earthquake prediction, such as some properties of regional seismicity, induced
seismicity and accelerated seismicity.

It has been shown that seismicity in a relatively broad region (or globally)
obeys the following Gutenberg and Richter (1954) law:

logN = a-bM @)

where N is the number of earthquakes with magnitudes M or larger and
a, b are parameters determined by the available data for the region. Kagan
(1997) analyzed regional and global earthquake catalogues and showed that
the frequency-magnitude statistics follows the Gutenberg-Richter (G-R)
relation (1) with a roughly universal b-value close to 1. Figure (2) shows
the frequency-magnitude cumulative distribution for earthquakes, which
occurred globally with M27.5 and for earthquakes which occurred in a very
active region of western Greece (Ionian islands) with M25.0 for the period
1911-1989. The data for global seismicity are given by Pachecho and Sykes
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Fig. 2. Logarithm of the number, N, of earthquakes with magnitude M or larger for the
time period 1911-1989 as a function of M for worldwide data (right) and for the region of
Ionian Islands in Greece (left). It is observed that the slopes of the two lines (b-values) are

both about equal to 1.

(1992) and for Ionian Islands are reported by Papazachos et al. (2000). It is
observed that both the b-value globally and in the lonian region is about equal
to 1. The value of “a” of relation (1) is 10.42 for worldwide data and equal to
7.40 for Ionian Islands.

Earthquake statistics in a spatially limited zone seems to give results
different from those obtained for regional or global seismicity and discussed
above. Such zone can be a seismic fault or a simple plate boundary. This
statistics led to the concept of characteristic earthquake, that is, the largest
earthquake of the zone, which shows a quasi-periodic feature of occurrence
(Schwartz and Coppersmith, 1984). The concept of the characteristic

earthquake and cyclic occurrence is related to the seismic gap hypothesis
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(Fedotov, 1968; Kelleher et al., 1973; Nishenko, 1991; Nishenko and Sykes,
1993). According to this hypothesis, a seismic gap is a section of a fault or
of a plate boundary that has produced earthquakes in the past but is now
quiet. This hypothesis is based on the notion that the probability of the next
earthquake increases with time. Some scientists, however, support the idea
that earthquakes cluster in time and space at all levels of magnitude and
therefore, the probability of earthquake occurrence increases after another
earthquake occurs, opposite to what the gap hypothesis predicts (Jackson and
Kagan, 1993; Kagan and Jackson, 1995).

A recently proposed solution of this problem is that fault trace com-
plexities evolve with time (Stirling et al., 1996; Ben -Zion, 1999; Shimazaki,
1999). That is, a fractal network of fractures at the beginning of the develop-
ment of an immature fault system, for which the Gutenberg-Richter relation
holds, evolves by smoothing or breaking barriers and ends up to a mature
system with a few large faults or a single fault. For this mature system the time
predictable model holds, which predicts increase of interevent time with in-
crease of the slip in the previous mainshock (Shimazaki and Nakata, 1980).

The usual situation is that these relative small regions include a few
interacting mainfaults and seismicity there obeys both the Gutenberg-Richter
relation and the time predictable model. Thus, interevent time, T, in such a
region depends both on the minimum magnitude, M, and on the magnitude,
M,, of the previous earthquake. Papazachos et al. (1997) used declustered data
from 274 relatively small regions of the entire continental fracture system of

the earth to derive the relation:
log T = 0.19Mpin + 0.33Mp, - 0.39 log m, + g (?)

where m, is the annual seismic moment rate and q is constant. The repeat
time given by (?) is of the order of decades. Therefore, the model expressed
by this relation, in addition to its agreement with the G-R relation and the
semi-periodic behavior of large earthquake occurrence, does not exclude time
clustering of earthquakes of the order of some years.

Another important property of seismicity is that it can be induced by
human activities. Induced seismicity has been mainly observed in cases of
water impoundment in artificial lakes (Carder, 1945; Comninakis et al.,
1968; Gupta and Rastog, 1976; Simpson, 1986), of fluid injection in the
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earth’s crust under pressure greater than hydrostatic (Evans, 1966; Healy et
al,, 1968) and of hydrocarbon extraction from hydrocarbon fields (Grasso
and Wittlinger, 1990; Guyoton et al., 1992). Induced seismicity by water
impoundment or by fluid injection is attributed to stress variation due to pore
pressure changes and are associated with normal faulting, while seismicity
triggered by hydrocarbon extraction is attributed to stress changes caused by
mass withdrawal and are associated with thrust faulting. Observations show
that both pore pressure changes and mass transfers leading to incremental
deviatoric stresses of smaller than 1MPa (10bar) are sufficient to trigger
instabilities in the uppermost crust with magnitudes up to 7.0 and that once
triggered, stress variations at least one order of magnitude less are enough to
sustain seismic activity (Grasso and Sornette, 1998).

One of the most important cases of time variations of seismicity is the
accelerating seismicity of intermediate magnitude earthquakes before the
generation of a mainshock (Tocher, 1959; Mogi, 1969; Sykes and Jaume,
1990; Knopoff et al., 1996; Bowman et al., 1998; Papazachos and Papazachos,
2000, 2001). Bufe and Varnes (1993), based on a damage mechanics model,
proposed the following power law relation to fit the time variation of the cu-

mulative Benioff strain, S (cumulative square root of seismic energy):
S(t) =A + B(tt)" (3)

where t. is the origin time of the mainshock and A, B, m are parameters which
can be calculated by the available data. Relation (3) is followed by the release
of seismic energy due to frequency and magnitude increase of the intermediate
magnitude preshocks as the generation of the mainshock is approached, while
the frequency and magnitude of the small shocks remain constant in the
preshock region. The region covered by the foci of intermediate magnitude
earthquakes (preshock region) is an order of magnitude larger than the rupture
(fault) region of the mainshock. The accelerating occurrence of intermediate
magnitude earthquakes, expressed by relation (3), is of importance because
it has been used for the development of a promising method for intermediate

term earthquake prediction (Papazachos et al., 2002).
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3. Contribution of Chaos Theory to the Rationalization of Seismological

Observations

Seismological research on the physical process of earthquake generation
in faults and on seismicity properties has benefited significantly by the
chaos theory. In particular, deterministic chaos contributes to the better
understanding of seismic slip properties on faults, self-organized criticality
explains regional and induced seismicity and the critical point hypothesis
interprets accelerated seismicity and its culmination by the generation of a

mainshock. These three issues are discussed in the following.

3.1. Deterministic chaos in seismic faulting

Properties of seismic faults and earthquakes generated by fault slip have
been widely explored by the deterministic laboratory and numerical slider-
block model. This model has also been in use to study dynamic instabilities
associated with complicated frictional laws (Burridge and Knopoff, 1967,
Byerlee, 1978; Rice and Tse, 1986; Nassbaum and Ruina 1987; Huang and
Turcotte, 1990; Narkouskaia and Turcotte 1992; Carlson and Langer, 1989;
Beck, 2000).

The lowest order model that allows spatial variations consists of two
sliding blocks coupled to each other and to the constant velocity driver by
elastic springs (fig. 3). Huang and Turcotte (1990) used a simplified version
of this model in which the masses of the two blocks are equal, the friction
follows the simple static /dynamic friction law and the loading velocity of the
driver is sufficiently low, so that the velocity during sliding can be assumed
equal to zero. The system is completely deterministic because the differential
equations of motions and their solutions are known. Based on these solutions
they concluded that there is a cyclic behavior of the system when the
frictional forces for the two blocks are equal (symmetric system), while for an
asymmetric system the solutions exhibit deterministic chaos. This result was
also reached by the use of the cellular automaton version of this two-block
model (Narkounskaia and Turcotte, 1992). It has been further demonstrated

that a one slider quasi-static model, with two state variable rate and state
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dependent friction, shows chaotic dynamics in the deterministic sense, that
is, the existence of universal period which doubles in the stick-slip cycles en
route to chaos (Becker, 2000). These results provide evidence that earthquake

generation on seismic faults is an example of deterministic chaos.

Fig.3. Illustration of the two slider-blocks model. m, my are the masses of the two blocks,
fy, f2 are the corresponding frictional forces, k, k, ko are the constants of the three springs

and V is the constant velocity of the driver.

Linear arrays with number of slider blocks up to 400 and a velocity-
weakening friction law have been considered to model a single fault (Carlson
and Langer, 1989).

Although this system is completely deterministic, its behavior is chaotic,
that is, two such identical systems, with nearly identical initial conditions
and loaded at the same low rate, show exponential divergence in the slip
difference as a function of time. Most of this difference occurs in large events,
that is, large events cause most of the divergence between the two systems.
Another important conclusion, which comes out from this model, is that the
state of the system after a large event is very sensitive to the details of the
initial conditions. Frequency-size statistics obtained for smaller events shows
that these events obeyed a power law (fractal) relationship. The large events

were associated with characteristic earthquakes on the fault, while the small
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events represent the background seismicity on the fault between characteris-
tic earthquakes.

It can, then, be argued that most of the complexity of the earthquake
generation process arises from the sensitivity of the stress distribution to
the details of the slip distributions in large earthquakes, while chaos and
non-linearity arise mainly during unstable sliding in large events (Sykes et
al., 1999). Slight differences in the length of the rupture have a major effect
on the subsequent state of stress of neighboring fault segments. Therefore,
according to this model, predicting events beyond the next large event is very
difficult.

3.2. Self organized criticality in the earth’s crust

Crustal deformation is more complex than the idealized lithospheric
model predicts, since this deformation is not confined in plate boundaries
but it is extended in relatively broad regions. In spite of its complexity
crustal deformation obeys some statistical order. Several authors made the
hypothesis that the earth’s crust is in a self-organized critical state and that
earthquakes are self-organized critical phenomena. This hypothesis is based
on simple mathematical modeling (Bak et al., 1987, 1988) and on comparison
with seismological observations. Such observations are: a) the power law
scaling expressed by the Gutenberg-Richter frequency-size distribution of
earthquakes in regional seismicity, b) induced seismicity triggered by very
small stress perturbations, c¢) the small rates of driving tectonic motion
(~em/yr) in comparison with the fault slip rate (~m/sec), d) the scale
invariance of seismic fault populations over several orders of magnitudes,
etc. (Grasso and Sornette, 1988). We present in the next paragraphs evidence
for a rationalization of properties of regional and induced seismicity in the
framework of self-organized criticality (SOC).

Figure (2) shows that regional seismicity and worldwide seismicity obeys
the cumulative frequency-size relation (1) with a b-value about equal to 1. It
has been shown that this relation is equivalent to fractal distribution (Aki,
1984; Turcotte, 1997).

The strain released during an earthquake is directly associated to seismic
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moment, M, (in Joule), which is related to the moment magnitude, M, of the

earthquake by the relation:
logM,=cM +d (4)

where the constants have values ¢=1.5, d=9.1 (Hanks and Kanamori, 1979)
and with the rupture (fault) area, S, by the relation:

logM(,=% logS + k (5)

where k is constant (Kanamori and Anderson, 1975). From relations (1),
(%), (5) we have:

10gN=—210gM0+A (6)
c
b
10gN=‘3—logS+E @)
2c
k-d
where A =a+ Ej—, B=a-——~b( )
c c

Relations (6) and (7) lead to the conclusion that the cumulative frequency
of earthquakes in a region follows power laws with the seismic moment (and
with seismic energy), as well as with the rupture area (and with the fault
length), which suggests that relation (1) is entirely equivalent to a fractal
distribution.

The distribution of objects is fractal when the number N of objects with

characteristic linear dimension greater than r is given by the relation:
N=C.r? (8)
where C, D are constants and D is called spatial fractal dimension (Grassenberg
and Procaccia, 1983). If N is the cumulative number of earthquakes and S~r*
from (7) and (8) we get:
D=— (9)
c

and taking the theoretical c=1.5 we receive:
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D =2b (10)

which shows that the spatial fractal dimension, D, of the regional or worldwide
seismicity is twice the b-value (Aki, 1984; Turcotte, 1997). For b=l, which is
the usual value for b, we have D=2, that is, the spatial distribution of regional
seismicity is two-dimensional as it is expected.

Accumulated observations on induced seismicity indicate that the
hypothesis of self-organized criticality offers convincing interpretation
for these observations (Grasso and Sornett, 1998). It interprets induced
seismicity by reservoir impoundment or hydrocarbon withdrawal, because
such human activity causes low stress changes (<IMPa), which can perturb
preexisting state of stress and cause failure only in those parts of the crust,
where these stresses are in fragile equilibrium with frictional strength, as
predicted by the SOC hypothesis. The long-range spatial correlations of
the stress field, predicted by the SOC hypothesis, explains the triggering of
earthquakes with magnitudes up to 7.0 Richter by relatively low water depths
in artificial lakes. The induced seismicity is also characterized by a power-law
frequency distribution, similar to the Gutenberg-Richter relation, as expected
for a region that is in a state of self-organized criticality.

Recent seismological observations and theoretical work show that the
earth’s crust is not everywhere and always at a SOC state, as the original
oversimplified cellular automaton model indicated. Thus, there are numerous
reservoir impoundments with water height larger than 100km, which have not
triggered fast seismic activity (Gupta, 1985) and, therefore, where the crust
is not at the verge of rupturing. That is, there are parts of the crust which are
not in a state of self-organized criticality (Grasso and Sornette, 1998). This is
supported by geological and seismological observations, which indicate that
characteristic earthquakes in a fault show quasi-periodic behavior and do not
follow any power law distribution. On the other hand, such quasi-periodic
behavior of large events has been also deduced from recently proposed
inhomogeneous cellular automata which better resemble nature (Sornette and
Sammis, 1995; Sammis and Smith, 1999; Weatherly et al., 2000), from studies
of avalanches in physical sand piles (Rosendahl et al., 1994) and from other

theoretical work (Ben-Zion et al., 1999). If the earth’s crust is at all times in
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a SOC state then this occurs in global or continental scale only (Sykes et al.,
1:999).

3.3. A mainshock as a critical point

Among the attempts to apply chaos theory for the understanding of
earthquake generation is the modeling of earthquake process as a critical
phenomenon, culminating in a large event (mainshock), which is analogous
toa kind of critical point (Somette and Sornette, 1990). Critical point systems
are closely related to self-organized critical systems. Rather than remaining
perpetually near a critical state, critical point systems progressively approach
and retreat from a critical state. The approach to criticality corresponds to the
growth of long-range spatial correlations of a physical property of the system
(eg. stress). As long-range stress correlations formed in the earth crust, large
events become progressively more likely to occur. The region reaches a critical
state when stress correlation extends up to the size of the region. In the critical
state, the generation of a large earthquake (mainshock) is possible. Cumulative
energy release prior to the mainshock follows a power law time-to-failure
relation. The mainshock results in the failure of a considerable portion of the
region, destroying long-range stress correlations and criticality on its network
and returning the system far-from failure (Sornette and Sammis, 1995; Saleur
et al,, 1996). A period of relative quiescence follows, after which the process
is repeated by rebuilding correlation lengths toward criticality and the next
mainshock.

Validation of the critical point model can have important theoretical and
practical consequences. Thus, if this model represents the physical process that
leads to the generation of a mainshock, the crust cannot be in a continuous
state of self-organized criticality in a region, since the mainshock reduces the
stress below the SOC state and remains so for a long period of time. As stress
is slowly re-established by tectonic loading, a region approaches a SOC state
during the last part of the cycle prior to the next mainshock. The presence
of that state can be regarded as an intermediate term precursor rather than
as an impediment to prediction because seismicity in the critical (preshock)
region has certain observable premonitory peculiarities that can be used in

order to estimate the parameters of the oncoming mainshock (Papazachos
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and Papazachos, 2000). Recent strong evidence, which support the critical
point model for earthquake generation, has been deduced from laboratory
experiments, seismological observations and statistical physics.

Laboratory experiments show that rupture process in heterogeneous
media is a critical phenomenon. A power law increase in the cumulative
seismic strain is expected in such process and relation (3) is applied (Sornette
and Sammis, 1995; Andersen et al., 1997). This relation has been proved to
fit well cumulative accelerating Benioff strain in preshock (critical) regions
before and up to the generation of a mainshock in several seismotectonic
regimes (Bowman et al,, 1988; Papazachos and Papazachos, 2001). On the
other hand, the critical point dynamics predict a growing spatial correlation

length, L, according to a power law relation of the form:

L{t) =Z(t.t): (11)

where Z is positive and k negative. This relation has been successfully
applied to data of preshock seismic activity in Southern California (Zoller
and Hainzl, 2001) and shows that intermediate magnitude preshocks are
associated with the growing correlation length of the regional stress field
prior to a mainshock. The mainshock is viewed as being analogous to the
critical point in a chemical or magnetic phase transition. Rundle et al. (2000)
related the behavior of seismicity prior to a mainshock to the instability of
superheated water (spinodal instability) prior to a steam explosion. They
show that the power law activation associated with the spinodal instability is
essentially identical to the power law increase in Benioff strain observed prior
to a mainshock and found for the exponent a theoretical value of 0.25, which
is in good agreement with the observed values of m in relation (3).

Recent work on inhomogeneous cellular automata models give further
support to the idea that a mainshock can be considered as a critical point. In
such models, where a specified fraction of the stress energy is lost from each
step, energy release increases as a power-law of the time to the critical state;
large events cluster in time and produce large stress perturbations that move
the system out of the critical state. Such clusters are followed by a shadow
period of quiescence and then a new approach back toward the critical state
occurs (Sammis and Smith, 1999). If the stress in the rupture zone is not

reduced to zero by a mainshock but it remains above a certain minimum stress
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level, then the rate of small earthquakes are unaffected by larger ruptures
and change of occurrence rates is confined only to moderate and strong
earthquakes in agreement with observations (Weatherlly et al., 2000). Such
behavior can also explain the relatively low stress drop (~5Mpa) observed for
mainshocks, because these shocks do not drain the region by all its stress.
Figure (4) shows an example of the Benioff strain released by shocks with
M24.8 in the critical region of the 28 March 1970 mainshock in western
Turkey before, during and after its generation. The accelerated energy release

before the mainshock and the quiescence after the mainshock is obvious.

asesoogf- L
: ) &
[ W. Turkey 3

3.0E+008[- 1970 M=7.0 7
: :

2.5E+008[ 1
- ]

2.0E+008- -

S(t)
1.5E+008

®e

1.0E+008

\.

5.0E+007

PE 10 [ S T R O L o ST O SR e

0.0E+000 :
* 1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995

Year

Fig.4. Time variation of the cumulative Benioff strain release by shocks with M>4.8
in the critical region of the mainshock of 28 March 1970 (39.2°N, 29.5°E M=7.0) in
western Turkey. Black circles, diamonds and shaded circles show strain energy released by
preshocks, mainshock (including aftershocks) and postshocks, respectively. Accelerating
seismic energy release during the preshock period and quiescence during the postshock

period is observed.
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4. Earthquake Prediction

Earthquake prediction has been the “dream” of scientists and other people
for long time. This is due to the fact that it is widely believed that prediction
will save lives and properties from earthquakes, which cause large number of
fatalities in a short time and have a large psychological and economic impact
on society. Up to the present, however, only statistical earthquake forecasting
has been universally accepted, that is, estimation of the probability that
earthquakes with a certain size will occur in a certain region over a specified
time.

The development of the new global tectonics and of the theory of litho-
spheric plates in the last half of 1960s supported a high degree of regularity
in earthquake generation, which contributed to the evolution of some ideas
on the earthquake prediction, such as the seismic gap and the seismic cycle
hypotheses. These ideas lost much of their repute by the subsequent hypoth-
esis that the earth’s crust is always at a state of self-organized criticality, as
this hypothesis emerged from the simple homogeneous cellular automation
model (Bak et al., 1987,1988; Bak and Tang, 1989; Bak, 1999). This hypoth-
esis means that earthquake generation is fractal in space, ranging from meters
to thousands of kilometers, and in time, ranging from minutes to millions of
years. It further means that the earth’s crust is everywhere, always and at any
scale at the verge of rupture, and, therefore, any precursory state of a large
earthquake is essentially identical to a precursory state of a small event. This
hypothesis has been used as a physical basis for the assertion that prediction
of an individual earthquake is probably inherently impossible (Main, 1997;
Geller et al., 1997). In other words, according to this hypothesis the onset of
the long-term generation process of a large earthquake is unpredictable be-
cause of the “microtremor effect” which is analogous to the “butterfly effect”
in meteorology (Evison, 2001). This unpredictability, however, is caused by
critical fluctuations rather than exponential sensitivity to initial conditions
of a chaotic low-dimensional system (Bak and Tang, 1989).

The hypothesis that the earth’s crust is at SOC state everywhere, always
and at any scale, which is based on the oversimplified homogeneous cellular

automaton model, is not correct (Grasso and Sornette, 1998; Sykes et al,
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1999) and, therefore, earthquakes must not be considered as inherently
unpredictable phenomena. Instead, there is theoretical and observational
information, within the framework of the chaos theory, which shows that
there are precursory phenomena, which create new prospects for earthquake
prediction. It must be emphasized that earthquake prediction must not be
equated with short term earthquake prediction (uncertainties of the order of
days to weeks in time) because intermediate term prediction (uncertainties of
the order of months to a few years) or long term prediction (uncertainties of
the order of years to decades) can have important positive social impacts. For
this reason a very brief discussion for each of these three kinds of earthquake

prediction follows.

4.1. Short-term prediction

Intensive research efforts have been made during the last four decades
for short-term earthquake prediction. This research has focused on the
identification of several kinds of precursory patterns (seismological,
geophysical, geological, geochemical, geodetic, etc). Well known such
precursors are foreshocks, seismicity quiescence, crustal strain changes,
electromagnetic signals, temporal changes of seismic wave velocities, slip on
geological faults, changes in groundwater geochemistry and in pore pressure
of underground fluids (Wyss, 1997). Some hypotheses have also been made to
link these precursors to a physical mechanism, such as the dilatancy hypothesis
based on rock fracture laboratory experiments (Scholz et al, 1973). The
practical results of this research work are rather poor. It is generally believed
that short period deterministic prediction of an individual earthquake is not
feasible, given the current status of scientific knowledge.

The failure to make any serious progress in short term earthquake
prediction, after so hard efforts, can be attributed to the fact that several
phenomena originally considered as precursory ones are not because their
physical relation with the subsequent earthquake is debatable. The adoption
of a new broader paradigm is probably needed to face this difficult and very
important problem and such paradigm can emerge from the chaos theory.
Thus, Bernard (1999, 2001) has proposed a broader conceptual framework of



216 ITPAKTIKA THZ AKAAHMIAY A©GHNQN

a generalized self-organized criticality model for the earth’s crust, in which

the large family of crustal transients will be researched.

4.2. Intermediate-term prediction

Efforts on intermediate-term earthquake prediction during the last decade
have been mainly focused on the observed precursory accelerated seismicity,
which has found a theoretical support by the critical point model. Thus, a
method for intermediate term earthquake prediction has been developed
during this decade on the basis of observational and theoretical findings.

Buffe and Varnes (1993) proposed the so-called time-to-failure analysis
to model accelerated generation of intermediate magnitude earthquakes that
preceded mainshocks in the Great San Francisco Bay Region. They proposed
a procedure for earthquake prediction by application of relation (3), which
has been tried in some cases. Bowman et al. (1998) proposed an algorithm to
identify circular critical regions where accelerating Benioff strain occurred
before large earthquakes along the San Andreas Fault system, by minimizing
a curvature parameter C. This parameter is defined as the ratio of the root-
mean-square error of the power-law fit (relation 3) to the corresponding linear
fit error.

Papazachos and Papazachos (2000,2001) developed further this procedure
by determining elliptical critical (preshock) regions for mainshocks in the
Aegean area and defining five empirical relations proposed as additional
constraints to the critical earthquake model. Three of these constraints relate
the magnitude, M, of the mainshock with: a) the area of the critical region, b)
the parameter B of relation (3) and c) the average magnitude, M 3, of the three
largest preshocks, respectively, and can be used to estimate the magnitude of
oncoming mainshocks. The other two constraints relate the duration, t,, of the
preshock sequence with: a measure of the long term seismicity in the critical
region and with the parameter A of relation (3). A quality factor, g, has also
been defined in an attempt to simultaneously evaluate the compatibility of
an identified critical region with: these five relations, relation (3) and the
optimum value of the curvature parameter. The geographical point where
this quality parameter has its optimum (maximum) value is considered as

the epicenter of an oncoming mainshock. The origin time of an oncoming
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mainshock is estimated by relation (3) and by the time of a preshock
excitation, which has been found to be related to the origin time (Papazachos
et al., 2001). Thus, a method called “accelerated seismic deformation method”
has been developed by which the epicenter coordinates, magnitude and origin
time of an ensuing mainshock can be predicted. Application of this method
for a retrospective prediction of eighteen recent strong (M26.4) mainshocks
in the Aegean area has shown that the uncertainties of the prediction are up to
100K m for the epicenter, £0.5 for the magnitude, and 1.5 years for the origin
time with a confidence ~90% (Papazachos et al., 2001). Therefore, this is an
intermediate term earthquake prediction method.

The method of “accelerated seismic deformation” has been applied to
predict future mainshocks and successful such predictions have already
been made. Thus, Karakaisis et al. (2002) identified by this method an
elliptical critical region and predicted a strong mainshock in northern
Aegean (the predicted parameters were 39.7° N, 23.7" E, M=6.0, t, = 2001.1
yrs and the paper with these parameters was received by the Geophysical
Journal International on 14 September 2000). Figure (5) shows a plot of
the cumulative Benioff strain, S, as a function of time for the preshocks of
the predicted earthquake. On July 26, 2001 a strong earthquake occurred
in northern Aegean with parameters (39.1°N, 23.4°E, M=6.3, t. = 2001.6)
within the space, magnitude and time windows of the predicted earthquake.
Therefore, it seems to be a promising method but further testing and scoring
in future earthquakes is needed before it can be considered as a valid method

for intermediate term earthquake prediction.

4.3. Long-term prediction

In long-term earthquake prediction we must distinguish between predic-
tion of individual earthquakes and probabilistic forecasting of seismicity in
a seismic zone.

The pattern of earthquakes along a fault resembles other chaotic phe-
nomena and, for this reason, prediction of individual earthquakes is a very
difficult problem. Even if we know the seismic fault where an earthquake is
expected, it is difficult to predict the earthquake because its parameters (mag-

nitude, origin time) are controlled strongly by the distribution of slip and
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Fig.5. Accelerated Benioff strain (in Joule!’?) released by intermediate magnitude preshocks
in the critical region of the mainshock of 26 July 2001 near Skyros island (Karakaisis et
al. 2002).

stress drop during the last strong earthquake. An additional argument, which
has been used to support this idea, is based on the fact that application of the
seismic gap hypothesis has not been successful. Therefore, better knowledge
of the slip distribution in depth and along strike would have led to more ac-
curate long-term predictions. Predicting more than one cycle ahead, however,
appears to be inherently almost impossible, since considerable nonlinear be-
havior associated with a fault segment occurs at the time of large earthquakes
(Sykes et al., 1999).

The mathematics of chaos is a step forward from randomness. Thus,
while prediction of an individual earthquake is difficult, the bulk result on
a seismic zone can be modeled quite precisely. In the case of the sand pile, it
is the cone whose sides are at the angle of repose. In the case of earthquakes,

it is an overall level of energy release that matches the long-term movements
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of the earth’s crustal plates. This information gives the possibility to make
a probabilistic forecasting of the seismicity in a zone and estimation of the
seismic hazard at a site.

By the use of seismological, geophysical and geological data, a region
is separated in seismic zones. By using historical and instrumental data the
seismicity parameters for each zone (parameters of relation 1, maximum
expected magnitude, etc) are calculated. Then, by assuming Poissonian
(random) time distribution of earthquakes we can make probabilistic
forecasting of seismicity in each zone. Then, by using estimated seismicity and
attenuation of seismic wave relations we can make probabilistic assessment
of the seismic hazard at any site (Cornell, 1968). The assessed hazard by this
method istimeindependent becauseit is based on the assumption that seismicity
in a zone is chaotic, that is, time independent. Relation (2) in combination
with a normal distribution of the difference between observed and calculated
interevent times can be used in order to estimate time dependent seismicity
in a seismic zone (Papazachos et al., 1997) and assess time dependent hazard
(Papaioannou and Papazachos, 2000). Therefore, probabilistic forecasting of
seismicity can be confidently applied for long-term seismic hazard assessment.
This is useful for planners, emergency agencies and designers of buildings and

other technical structures.

5. Conclusions

The chaos theory has drastically affected seismological research on the
physical process of earthquake generation and on earthquake prediction, by
stimulating the introduction of several concepts, physical models, arithmetic
simulation and analytical methods, as well as scientific hypothesis to
Seismology.

Physical models, and particularly the slider-block model, indicate that
rupture on a seismic fault has characteristics of deterministic chaos that
prevail during the generation of large earthquakes on the fault.

Properties of regional and global seismicity are interpreted by the
Self-Organized Criticality (SOC) scientific hypothesis. Induced seismicity
indicates that parts of the Earth’s crust are in a state of SOC at a local scale

too, but not all crust is always and at all scales in a SOC state.



220 ITPAKTIKA THX AKAAHMIAY AGHNQN

The scientific hypothesis that a mainshock can be considered as a critical
point interprets satisfactorily preshock accelerating seismicity, the mainshock
occurrence (including aftershocks) and postshock quiescence.

Statistical long-term time-independent forecasting of earthquakes in
a seismic zone is an internationally accepted and practically applicable
technique for seismic hazard assessment. Statistical long-term time-dependent
forecasting is possible but it needs further testing. LLong-term prediction of
an individual mainshock (from years to decades) is very difficult because it
needs very accurate information for the rupture properties of the previous
mainshock, which occurred on the same fault.

Intermediate-term earthquake prediction (from months to years) is very
probably possible but further testing and scoring is needed before it can be
considered as a valid method.

Short-term earthquake prediction (from days to weeks) is not feasible with
the present state of knowledge, although much effort has been made to this
goal during the last three decades. New scientific paradigms should be formed
and used for this purpose and the chaos theory shows routes to such ideas.
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O mpomYoUeVES «ETTLITNROVIXES ETAVATTATELS ELYAY (DG TUVETELE THY XATA-
v ot anpavtid 6adpd TV duaix@v Stadixadt@v Yéveans xal 61adoarg TMY
CELTUIXDY XURATOV GAAE TUVEBRAXY EAGY1aTa aTNV Epeuva Y THY TPéYVWaT
T@v getopev. Avtideta, 7 Sewpia ToU ydoug doytae HOn Byt wévo va aupbaiiet
a1 adutepn ratavinay TV Sladixact®y adT®Y GAAL xal va SNLovpYel, Y
TpGTY dopd aTHY ioTopia THE Setapoloyiag, cadels Tpolmodéaetg Yia TV (reTOTPS-
Seapm TebYvweT TéV Tetop®Y (K€ Y60 TRGYVLETG ATO (Ve uéypt Aiya ETn).

Mia amo Tig 6agines i8éeg The Jewpiag ToD ydoug eivar 1 Adto-Opyavwé-
vn Kptopétnra (AOK), mol anpaivet 6Tt Sradopa ouothpata oti) $vorn xal
aTHY %0VeVia adTo-0pYaVWYOVTAL OE (Lia XpITLn XATATTAGY] 870U EmixpaToDY
ebaiodnteg iooppomtice. I't adTd Seutepetovteg EbwTepixol TapdyovTeg UTOPET Vat
émnpedaouy o cUaTTa 57OV 180 Badpd TTol o émnpealouy aNLAVTIXOL TadYoY-
teg. "Erat, 6 atepedg dhotdg The I'fig JewpnInxe doyind (10 Téhog THg Sexaetiog
700 1980) 8711 BpioneTar TAvVTOTE XAl TAVTOD OF TETOLX XATATTATY), GboT SeuTe-
PELOVTEG TIaPAYOVTES BTG Elvaut 1) GOPTWEN UE VERD TEYVNT®Y AYLVGV (LTT0poTY

va StatapdBouy Thy edaicdnTy iooppomin Tou xal V& TEOXAAETOUY GELTOUG (hE
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peyédn péypt 7 Piytep. ‘H dvridndm adth drmotéhese toTe T Jewpmtind) 6aom
iaTe bptapévor aetapoldyot va imoatneifouy Ty drodm &t ol selapol elvat u
TpobAedipa darvépeva, Gbol dTotoéNToTe TEGSpopo darvipevo Eyel midavétrTa
vét axohoudnlet &rd TOAD (ixpd ) TOAD weydho oetops. Anhadt), Brwg «htd xa-
Ty ida ath Néa Yépxn pmopel v TporAnJel 4md T TéTaypa WLs Tetahovdas
o710 Iexivox, oL «Evag peydhog oeiapds oty ‘ENAGa propel vi mpoxAndel
GO Evar hL%pOTELTO GTNY AyYAlar.

Newrepes, dprwe, Jewpntinés, EoyacTnptants xal TapaTNENILAxES EPEUVES,
ol 67oleg Eyvay oTa Thaiota ThHe Jewplag T0D ydoue, ratéAntay ot Tpin cobopk
supepdapata. To To®To eivar 87t of peydhot aetopol (»Uptot getoiol) 6ev &mo-
teholv pépog The Stadixaciag adToopYavmane 100 dAoted GAAX elvat xployna
onpeio 6mov xatahfyet ) Stadixacio adth, dvticTolya ke T& %plotwa TNUETR
GEAAwY %piotprwy datvopévmv (xpioun ExpmnEn xata T ReTaboll) vepol gt ATWG,
xplowwr depponpacia dmopayviTione copatas, x.An). To Seltepo cupmépaapa
elvar &t 1) Yéveon ToD xupiov celopod xatagteédet Ty AdTo-Opyavwpév
Ketowpétnra xal cuventde 6 dhotog the I'hg 8¢ Gpionetat mavrote ¢” alti ThHY
ratbatacy. To Tpito xal onpavTindTepo cupTépaopa eivat §Tt, Twg cupmbaivet
xal & G «xpioira onpeion, T00 xupiou GELTWOT TEONYOUVTAL TAPATNOTIOHAA
Tp6Spoua datvépeve ré T& GTToTo LTTOPET Y& YIVEL TIEOYYWAT] TOD ETLREVTROU, TOD
meyéSdoug xat T0D ypévou Yévearc Tol xupiou cetapol. Tétota darvépeva eivar
7 alfnom t00 pudpol yéveare TaV Tpogelap®y éviiapéaou peyédoug, 1 alfnam
T0U YMPOU GUTHYETLING TV TEXTOVIX®Y TATEWY §00 TATTLALEL 6 YPGVOS YEVETTS
700 %UploU TELTUOD, X.AT.

310 "Epyaothpto Newduoixiic 100 ATLG, dvantiydnxe xata to teleuTtaia
Tpla ypovia pédodog pecompbleapng Tpdyvmwang ol 6asletal 0TV TApATAV®
goyn. H pédodog, 1) omoia Eyet onpocieudel ot peydha Stedvi teptodind, 6olone-
Tat U0 oTaTioTixd EAeyyo Y& va xadopiodel tO mogosTo émiTuyiag e Ta
Tp®Ta droTeAéopata THe hedodou eivar dEatpeTinidg Evlappuvtind 4ol Eytvay
Hon EmiTuyelc xat Eyrupes TROYVAGELS TOG0 TOD TELTWoT TTE Zxbpou (26 Touki-
ou 2001) 60 xal t00 oetopol the Kapnadou (22 Tavovapiou 2002). ‘H ématy-
povixy adth eEéMEn, 1) onola ddeihetar ot idéec mol mpoHAday amod 1) Jewpia
T0U Y40UG, ST toupYET VEEC GUVITXES YL TNV GVTLOELTULXT] oG TTPOTTAT (ot, GiHOD
1) pesonpédeapn TpbyvwaT Evoe ioyupol oetapol Tapéyet T SuvatdTrTa ANYng
UETOWY ETOWLOTNTAG TE CUYREXQLULEVY] TIEQLOYY], MDOTE 0l KOLVWVLXEG TUVETELEG

70U EMEPYOILEVOU TELTOD VO TIEQLOPLTTOUV CNUAVTIXA.




