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HAEKTPOAOTIA.— On the Identification Problem in Linear Systems®¥,

#*
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1. INTRODUCTION

This paper is concerned with the problem of linear system identification,
that is the determination of the dynamic characteristics of a system from
input and output measurements. The identification of a physical process or
system occupies a central place in the general theory of systems since before
any study of a physical system is attempted the dynamics of the system
must either be given or must be determined in some way. In this paper a
solution of the identification problem is obtained by comparing the unknown
system to a known adjustable model by means of an error signal 1. Both
system and model are characterized by their transfer functions and the model
is the analog of the system. The error signal is obtained by performing certain
operations on the impulsive responses of both the system and the model.
By varying the parameters of the model the error signal can be made zero.
Under the condition of zero error signal the model is an exact representation
of the system.

Model methods used so far require measurements at various points in
the system 2® instead of only the input and the output, or the model is a
complex structure and a large number of error signals is required. ¢ Other
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model methods require elaborate and expensive equipment for the automatic
identification of the system. 6 The method of identification proposed here
can be easily mechanized; it uses the simplest possible model and only one
error signal. The adjustment of the model can be made manually or automati-
cally by means of feedback loops. ! Except for its simplicity, the essentially
new feature of this method is that the zeros, the poles and the multiplying
constant of the unknown system can be determined directly and the identi-
fication is exact in the absence of noise. Other similar schemes 7 use fixed
poles and adjustable gains, and therefore the model can at best be only an
approximation. A scheme which also can determine the gain, poles and zeros
of the system 8, using analog computer techniques, has the serious drawback
that division is necessary. The identification scheme presented here can be
realized using an analog or a digital comuter.?

2. THE CONCEPT OF IDENTIFICATION- THE PROBLEM PROPOSED

A general formulation of the identification problem presents certain
difficulties because of the dependence of the meaning of the term identifi-
cation on the particular problem under study. One could suggest to define
identification as the complete determination of the dynamics of the system.
But in many studies of physical systems a complete knowledge of the dynamics
of the system is not only extremely difficult but also not necessary. The ques-
tion is what we really want to know about the system; the initial state, the
final state, or some significant parameters which adequately characterize
the system for our purposes. We define then identification as the determination
of those dynamic characteristics of a system which are necessary for the given
problem. Clearly this definition cannot be used directly to suggest a classi-
fication of groups of identification problems and to indicate possible methods
of carrying out the identification. A more formal definition, following Zaheh 9,
would be as follows:

Given 1) a system, H, whose characterization is not given (H here is
the celebrated «black box»); 2) a set of systems Y which is known to contain
H, on the basis of a priori information; 3) the set of all inputs F on which
operation whith H is defined. Determine by observing the responses of H
to various inputs, a member of the set Y which is equivalent to H (the equi-
valence of H being in the sense that the responses of H to any of the inputs
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in F are identical with those of H). The complexity of the identification pro-
blem then depends mainly on the freedom to select the inputs F and the na-
ture of the set Y.

Following the formal definition given above the problem treated in the
present note can be formulated as follows:

Given a linear, constant, lumped parameter single-input single-output
system which belongs to a set of systems Y characterized by the transfer
function

0 b 8 b o b e
H(s) =K — )

$"+ by, 8"+ ... +b s+ b,
where all the a’s and b’s are real and positive. Find the values of the a’s and
the b’s assuming that the input and the output of H(s) are only available and
that the input is- a unit impulse function. Notice that this formulation of
the problem is not as general as Zadeh’s formulation since it is assumed here

n<m (1)

that a characterization of the unknown system is given. The method used to
solve this problem is described in the next section.

3. METHOD USED

The basic ideas involved in the method of solution are incorporated in
the block diagram of figure 1. The system to be identified, the identifying
model and the error forming device are the essential elements of the scheme.
The system is characterized by its transfer function (1). The model, in a si-
milar manner, is characterized by a transfer function,

M L aln g8l ..., + a'} s + al
H'(s) = K (2)

" bl st L 4- by s 4 bl
of the same form as the system but with different real and positive parameters,
a’ and b’, which can be adjusted at will. The same input signal, for our pur-
poses a unit impulse function, is applied to both the system and the model.
The outputs of the system and the model become the inputs to the error
forming device. This device operates on its inputs to produce an error signal
~ which is the integral of the square of the difference between the system fun-
ction and the model function. The error signal is the basis for the comparison
of the unknown system to the known and adjustable model. To evaluate the

error signal use is made of Parseval’s theorem, !
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© 1 e
In = / e}(t)dt- = —— / . E(s)E(-s)ds (3)
2y ]
(7] _JQO
where
e(t) = h'(t) - h(t) (4)
and
E(s) = H(s) - H'(s) (5)

h(t) and h’(t) are the inverse Laplace transforms of H(s) and H’(s), respecti-
vely. The error signal then is a function of both the system and model para-
meters and it is always positive except in the case where H(s) = H’(s) when
it becomes zero. Therefore when the error signal is zero the model is identi-
cal with the unknown system. The error signal can be made zero by adjusting
the model parameters. Since the error signal is always positive setting the
values of the model parameters initially at zero, gives the advantage of ma-
king all the adjustments in the same direction.

The scheme was realized on an analog computer and extensive experi-
ments were performed to show the validity of the method.! In the process
of the experimental work it turned out that, instead of a single impulse, a
train of impulses is required to complete the identification. If in certain appli-
cations there is objection to the use of impulses, random noise can be used
as the input signal. The manner in which the method was presented implied
manual adjustment of the model parameters. If the model has only a few
parameters the adjustment can be made by trial and error; for the case of
many parameters a systematic adjustment procedure is required. The ad-
justment of the model can also be done automatically by using feedback
loops.! In the case where the system parameters were varying slowly with
time, as in many industrial processes, the method can provide automatic
and continuous identification. The method as presented can be used to identify
systems of any order. In the next section some illustrative applications of
the method in simple cases are discussed.

4. APPLICATIONS
a) The simplest case of identification is when the unknown system is

of the first order and has only one parameter to be identified. Figure (2)
shows the identification set-up for this case. One has then
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which when integrated gives
(b’—b)?
h=—— (8
2bb" (b + b")

It can be seen from (8) that the only way I, can be made zero is by maning
b’ =b. Therefore the condition on the error signal to make the parameter
of the model b’ equal to the parameter of the system b is I, = O. Then by
observing the value of I; on a meter and successively adjusting b’, which
could be read on a calibrated dial, wa can find the value of b’ which corre-
sponds to I; = 0. Then b> =b and the identification is completed.

b) As a second application one can consider the case where ther are two
parameters to be identified. Figure (3) shows the corresponding identifica-

tion set-up. Then

(b’; - by)s 4 (b - by)

Ey(s) = Hy(s) - H'y(s) = (9)
b;b’1s? + (bib"y 4 beb"1)s + beb’y

and
@ |

1
I / ej(t)ydt = — / Eo(s)Ey(-s)ds (10)
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which when integrated gives the value of the error signal

(by-b*1)*bob" ¢ + (b’ - by)*b;b’s

2b b’ gbsb"ib(bh’g 4 beb’y)
It can be seen from (11) that to make I, =0 we must have b’; = b, and
b’y = b, Then by observing I, and successively adjusting b; and b, we can
make I, = 0, in which case b’; = b;, and b’y = b, and this completes the iden
tification. To realize the se-tup of figure (3), one must realize H’y(s), and in
addition use one adder, one multiplier, and one integrator.
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To show the simplicity of the method, a comparison is made with the
method of reference (4) when the system to be identified is given by Hy(s).
To realize the set-up required to identify H,(s) using the method of reference
(4), one must realize the transfer functions

b, 1

—— -5 .
b’y by
b’ b’y
(——+S) fE8 B4 —
b’y b’y

for the model and in addition use one adder, three multipliers, and two in-
tegrators for the error forming device. Even in this simple example the ratio
of the number of components required for each method is more than two to
one. For higher order systems this ratio becomes much bigger. The error
signals, using the method of reference (4), can be both positive and negative,
a fact which complicates the adjustment of the model.

5. CONCLUSIONS

The scheme presented here is a simple and straightforward identification
method and can be easily mechanized. It is general in the sense that it deter-
mines the transfer function of the physical process no matter what is its
nature (electrical, mechanical, biological, etc.). The model is the analog
of the system and it is an optimum as far as complexity is concerned, since
for complete identification the model should be at least as complex as the
system. The error forming device is also simple, only one error signal being
used no matter how many parameters are to be identified; other model schemes
require one error signal per parameter.

The nature of the error signal is such that every system parameter, both
in the numerator and denominator, contributes in a similar manner to the
value of the error signal. To perform the identification access only to the in-
put and output of the system is required. Experiments performed, using the
method presented here, showed that in most cases using a simple model and
a simple adjustment procedure the dynamics of industrial processes can be
determined without having to use the complicated and expensive devices
reported in references (5), (6), and elswhere. Other interesting and impor-
tant problems, not treated here, are the event when external noise corrupts
the error signal, as well as the extension of the method for the identification
of non-linear systems. These problems will be the subjects of future papers.
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NEPIABYIR

‘O ’Axadnuairds x. "lodwy. Eavddrng xore Ty dvaxolvwow i Epyo-
otog Tadtng elme Ta &Edjg:

‘O ovyypageds tig mapodons Epyacing mapéyet uébodov mpoosdiopiopol TéV
dyvootwy wapauétpwy (Identification) Sobeiong cuvapticews peragopds (Trans-
fer Function) ypappixod cvstipartoc.

‘0 mposSiopiouds TGV Tapauétpny TodTeY Yivetor Sk THg ouyxploeds Twv
npds tag pubuilopévag dvrioroiyovg mapapérpoug Etépov TpoTimOL GUGTAKATOS,
gyovtog ouvdpTnow petapopds e adtic wopeis. ‘H oldyxpiorg 6dnyel eic &v
ofjpa 6QaALaTos, TO Omoloy elval GUVAETYGLE TGV GYVAGTLY TapauéTpwy ToD
GLOTAATOS Xl TGV YVOETEY TowdTewY Tob mpotdmov. Al mapdueTtpor Tob mpo-
Thmov pubuilovron xatd Tpémov TololTov BoTe TO ofijpa cpddparos v AEPy, Thv
iy pndév. ‘H pmdevindy 88 7iun 7od ofjpatos opdhuatos dmotedel xal THY
oy lobtntog Tév dvtiatolywy mapauétewy 1ol &yvdoTov cSusTAWATOE Xl
tol MeBévrog mpotimov. ‘H pdluicic tév mapapérpwv 7ol mpotimou Sdvatar va
yivy adropdtwe Th Bonbelx Bpdywv dvadpdcews (Feedback Loops). ’Avedoyi-
%06 %) dptBunTinds dmohoyiotig Sdvaran émiong va ypnotwomowndy xate v dpop-
poyny tiic uebédov Tadryg év 7f medker.

‘O ovyypapedg éxbérer dbo Epappoydg THe &v Abyw pebodov elg o mept-
TTWoELG 670V T dyvwoTov ehotnua clvar TpdTHe kol deutépag TdEewe.

REFERENCES

1. J. E. Diamessis : «On the Continuous Identification of System dynamics,» Doctoral
Dissertation, University of Pennsylvania, Phila., Penna., May, 1963.

2. M. Mancoris and C.T. LeonpEes: «A Parameter Tracking Servo for Adaptive Con-
trol Systems,» IRE Wescon Convention Record, Pt. IV, 1959, pp. 104-116.

3. H.P. WuirAxER, J. YarmonN and H.Kezer: «Design of Model - Reference Adaptive
Control System for Aircraft,y MIT Instrumentation Laboratory Report R-164, Cambridge,
Mass, September, 1958.

4. N. N. Purr and C. N. Weveannt: «Tracking of a Linear Time-Varying System,»
IEEE Trans. on Applications and Industry, July, 1963, pp. 234-238.

5. R. I. Srakmovskir : «T'win-Channel Automatic Optimalizer,» Automation and Re-
mote Control, August, 1958, Vol. 19, pp. 729-40.

6. A. A. Ferpeauwm : (Automatic Optimalizer, » Automation and Remote Control,
August, 1958, Vol. 19, 718-28.

7.J. K. Lussock and H. A, Baker : «A Solution of the Identification Problem,» Proc.
of 1963 JACC, pp. 191-199.

8. R. Corrin: ¢On the Measurement Problem in Adaptive Control Systems,» P1B-627
Research Report R-669-58, 1958, :

9. L. A. Japen: «On the Identification Problem», IRE Trans. PGCT, Vol. CT-3, No. &
December, 1956.



